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Abstract 
In biology, scientific intelligence covers a growing number of objects whose knowledge is evolving rapidly, with 
established or unestablished statements frequently challenged. Scientists are lacking in tools for extracting, 
structuring and assessing the relevance of published information to scientific knowledge. Relevance depends on 
both the novelty and validity of the information. These can be measured by linguistic, domain-specific (e.g. 
experimental protocol), documentary (e.g. citation network), and temporal (citation dynamics and modality) 
clues, as well as by their consistency with scientific knowledge of the field. The project aims to understand how 
information spreads through publication and to analyze the relationship between the dynamics of evolution and 
the reliability of information. Starting from its primary source, the analysis will list and qualify the way in which 
each piece of information is cited over time until a consensus is reached on its veracity, positive or negative. 
The thesis will focus on a concrete case study, the evolution of knowledge on insect vectors of plant pathogens 
at the origin of major health crises in agriculture, in particular scientific knowledge on interactions between 
species and their geographical distribution, aiming at surveying biodiversity and anticipating epidemics. 
 
Topic 
Faced with the maelstrom of information accessible in real-time, whichever our field of interest, it is today more 
than ever necessary to equip ourselves with the means to separate the wheat from the chaff. The automatic 
verification of the veracity of information is a particularly challenging task from an algorithmic point of view: this 
thesis aims precisely at developing original approaches to the reliability of textual information by integrating 
both linguistic (NLP, language models) and dynamic (time series) dimensions [Le Naour, 2023a]. Starting from a 
language model, the challenge is to integrate the dynamic dimension into a versatile basic model capable of 
handling a wide variety of information centered around entities, events, or scientific claims. This information can 
come from a variety of sources, such as knowledge bases, scientific articles, or professional publications. Time-
tracking has been studied on sequences of product reviews [Wang, 2011], message responses/transfers 
[Bourigault, 2016] and, of course, scientific citations [Šubelj, 2013]. The project aims to understand how 
information spreads in scientific publications and to analyze the link between the dynamics of evolution and the 
reliability of information. Starting with its primary source, the analysis will list and qualify the way in which each 
piece of information is cited over time until a consensus is reached on its veracity, whether positive or negative. 
 
Domain 
The thesis will focus on a concrete case study, the evolution of knowledge on insect vectors of plant pathogens 
responsible for major health crises in agriculture [Marie-Jeanne, 2020]. The primary objective will be to analyze 
the bibliography on these insect vectors in order to better understand the dynamics of the reliability of the 
observations reported in the literature, aiming at building partially or fully automated monitoring tools on the 
subject. 
The project responds to a double requirement: to take into account the evolution of knowledge [e.g. the very 
recent role of alder in the propagation of the grapevine Flavescence dorée (Malembic et al., 2020)], while 
disqualifying poorly extracted, unconfirmed or false knowledge [e.g. the ability of a leafhopper to transmit an 
apple phytoplasma in the laboratory (Hegab & El-Zohairy 1986), never since confirmed in the orchard 
(Fischnaller et al., 2020)].  The models will be also validated on academic corpora for the detection of review 
spam [Wang, 2011] and fake news [Shu, 2017]. 
This thesis aims to develop innovative models at the interface between text and time series, drawing on 
multimodal architectures of foundation models [Radford, 2021] as well as Implicit Neural Representation-type 
approaches [Le Naour, 2023b]. But the applicative stakes are also central: the combination of these analyses 
should enable significant advances in estimating the veracity of information. 
 
Goals 
Qualify the nature of quotations and analyze linguistic aspects: Distinguishing whether a citation reinforces or 
denies a piece of information requires a detailed analysis of citation contexts and linguistic markers that indicate 
the acceptance or rejection of a piece of information. This problem is part of the field of information extraction, 
in which language models have profoundly changed the state of the art [Taillé, 2020].  
Projecting these analyses to thematic dimensions: linking linguistic markers to the facet of information and 
citation in question to understand which aspects of the information are praised or criticized [Zhang, 2019]. The 



challenge is both to improve the performance of information qualification and to propose a new fine-grained 
scale of analysis.  
Analyze the dynamics of information propagation: Understand how information evolves from its primary source, 
through its qualified replications, to consensus or challenge, while modeling the duration of this transition and 
fluctuations in information reliability. All aspects of the dynamics are important: trajectory, speed, etc. New time 
series modeling techniques allow us to consider approaches that are more interpretable [Le Naour, 2023a] or 
better adapted to irregular sampling frequencies [Le Naour, 2023b]. 
Developing multimodal models: Creating foundation models, derived from language models (to a greater or 
lesser extent) and combining different modalities (documents, knowledge graphs), increases analysis capabilities 
and opens up new applications. The challenge of this project is to apply this paradigm by crossing linguistic 
aspects with information dynamics to assess the reliability and nature of information in a more comprehensive 
framework. In this context, Implicit Neural Representation (INR) approaches provide an opportunity to model 
different temporal and frequency aspects [Le Naour, 2023b] and combine them with other linguistic descriptors.  
Exploring different applications: Measuring the reliability of information is a challenge, from fake news and 
review spam to consensus analysis in scientific literature. The aim of this thesis is to build robust models that can 
be used in a variety of situations. In particular, we will analyze the bibliography on insect vectors of plant 
pathogens to better understand the dynamics of the reliability of reported observations: this is a critical 
application in health monitoring to model epidemiological risks [Morris, 2022]. 
The student will contribute to studying the specificity of psyllid-phytoplasm-fruit tree relationships to evaluate 
and develop the thesis proposals. They will adjust the weightings of the various criteria with the support of the 
project partners to take into account the time/risk trade-off of missing information. The relatively limited 
biological scope of the pathosystems selected as case studies will enable different scenarios to be explored in 
detail.  
 
Context 
This multidisciplinary thesis involves a number of supervisors, each with their own expertise. Claire Nedellec 
(DR INRAe, UMR MAIAGE) will play a central role in the supervision of the thesis, both for her expertise in 
information extraction methods and for her knowledge of the use case of insect vectors of plant pathogens. 
Vincent Guigue (PR AgroParisTech, UMR MIA-PS) will contribute his expertise in time series and his motivation 
to build a nested system at the interface with the textual modality. The involvement of Nicolas Sauvion (IR, 
HDR, UMR PHIM) in the supervision of the project means that we can look forward to major applications in the 
field of health monitoring and epidemiological risks. Robert Bossy works with Claire Nedellec on a daily basis 
and will strengthen the management team. 
 
Method 
The planned thesis program is as follows.  
Material & Methods. The student will first familiarize themself with the biological question and the existing 
documentary resources and databases on the subject of vector transmission of plant pathogens. They will also 
familiarize themself with the example datasets (corpus), the information extraction workflow and knowledge 
graph provided. 
Language models. The student will formalize the research challenge and propose novelty and relevance 
indicators and the NLP methods to predict their values for the corpus and information pieces extracted by the 
NLP workflow. These proposed indicators will be derived from a state-of-the-art study, an analysis of the 
approach taken by monitoring specialists, and an in-depth manual exploration of examples from the corpus. 
Among them, is the use of natural language processing (NLP) techniques to identify and qualify citations, and 
analyze linguistic and thematic aspects. Build a fine-tuning reference model capable of qualifying scientific 
citations and the various aspects addressed in a product review or social network message [Taillé, 2020; Tang, 
2022]. 
Temporal modeling: Carry out the relevant literature review on the modeling of irregularly sampled time series. 
In order to build multimodal approaches, we will focus on representation learning systems, in particular INR., 
and on information propagation in social networks [Le Naour, 2023b].  
Multimodal approaches: Analyze multimodal fusion strategies in the literature [Radford, 2021]. Develop models 
that integrate both linguistic and dynamic variables to predict information reliability and understand its evolution 
over time. 



Performance. Different strategies will be tested according to the nature of the indicators - methodological, 
linguistic, biological, or bibliographical - and their expression in the corpus. Endogenous training and evaluation 
of the methods developed will be based on examples obtained through retrospective analysis of publications on 
biological interactions. Exogenous training and evaluation will be carried out by exploiting external knowledge 
bases.  Although NLP metrics are numerous, analyzing the performance of generative models remains a challenge 
today [Zhang, 2019]. Assessing performance in new applications such as the evolution of information reliability 
in the scientific literature requires the development of metrics dedicated to the task. 
 
Expected results 
In a situation of massive and continuous information flow, the expected result is to support the acquisition of 
scientific knowledge from textual data in the most exhaustive and reliable way possible. The measure based on 
an assessment of its reliability and novelty, will facilitate sorting, interpretation and decision making. To answer 
this question, the student will use original AI methods to measure the novelty and plausibility of information 
based on (1) the domain expertise, and (2) a diachronic analysis of the publication of information and its 
comparison with consensus knowledge at a given point in time. This approach, which distinguishes the 
contributions of the different criteria to the decision, will provide the user with a detailed explanation of how 
the assigned likelihood score is computed. 
 
Scientific, material and financial conditions 
The student will have access to the computational and storage resources of the MaIAGE unit and to the Jean Zay 
and lab.IA GPUs for the deep learning approaches used for information extraction. 
The student will split their time between MaIAGE (Jouy-en-Josas) and MIA-Paris-Saclay with regular visits to PHIM 
(Montpellier). 
They will be affiliated to the Computer Science Graduate School at Paris-Saclay University and employed by 
INRAE. We offer a stimulating transdisciplinary research environment with many opportunities for in-house, 
national, and international collaborations and access to computing GPU resources and state-of-the-art research 
equipment. The gross salary per month for the three-year contract is 2 100 (in 2024) to 2300 (in 2026) including 
the social security package (healthcare, pensions, unemployment benefits).  
 
Collaborations  
Biologists with expertise in insect vectors and computer scientists with expertise in NLP will work closely together 
to formalize knowledge in the field, establish criteria for relevance and novelty in publications, develop methods, 
and validate results. 
 
Objectifs de valorisation des travaux de recherche du doctorant : diffusion, publication et 
confidentialité, droit à la propriété intellectuelle,...: 
NLP conferences (Coling, EMNLP, LREC, BioNLP, ACL) will be relevant depending on the results and the degree of 
originality of the methods. Software and datasets will be published in public repositories (recherche.data.gouv, 
GitHub) and data papers (F1000Research, Data in Brief). Software and data will be published under free licenses 
(Apache, Creative Commons).  
Targeted bioinformatics journals, such as Peer Community Math Comp Biol, BMC Bioinformatics, will be 
appropriate for promoting methodological results. More general journals such as Scientific Reports, Plos One, 
Journal of Pest Science, Plant Pathology will be more appropriate to reach a broader audience of biologists. 
 
Funding 
INRAE grant 
 
Profile 
The student will have a strong background in AI, NLP, and knowledge representation acquired at the Master's 
level. Significant work experience or training in biology is a plus. S/he will have solid computer development skills. 
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